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VIRTUAL-ENVIRONMENT-REACTIVE
PERSONA

BACKGROUND

[0001]  Compuderized characters thal representl uscrs are
commonly referred 10 as avatars. Avatars may take a wide
variety of forms including virtval humans, animals, and
plant life. Lxisting syslems for avalar generation tend Lo
inaccurately represent the user, require high-performance
general and graphics processors, and generally do not work
well on power-constrained mobile devices, such as smart-
phones or compuring tablets. Further, avatars can look
carlponish and not reflective of reality. Thus, what is needed
is an improved lechnigue 1o generale and render realistic
avatars.

BRIV DESCRIPTION OF TTIE DRAWINGS

[0002] FIG. 1 shows a flow diagram for generating an
avalar of a subject thal is reactive Lo a scene. according o
some embodiments.

[0003] FIG. 2 shows a flowchart of a technique for deter-
mining an environmentallv-adjusted persona geometry,
according o one or more cmbodiments.

[0004]  TI¢r. 3 shows a (low diagram of a technigque for
generating an environmental reactive persona, according o
one or more embadiments.

[0005] FIG. 4 shows a flowchart of a technique for modi-
fving a geometry representation of a user based on motion
leatures. in accordance with one or more cmbodiments.
[00B6]  1I¢5. 5 shows a (lowcharl of a lechnigue for modi-
fving an environment-aghostic avatar based on motion fea-
Tures in a scene, according to some embodinents.

[0007] FIG. 6 shows, in block diagram form, a simplitied
syslem diagram according 1o one or more embodiments.
[0008] 115 7 shows. in block diagram lorm. a compuler
system in accordance with one or more embodiments.

DIFTATLLED DESCRIPTION

[00059] This disclosure relates generally to techniques tor
enhanced real-time rendering ol a photlo-realistic represen-
tation of a uscer. More particularly, bul not by way ol
limitation, this disclosure relates (o lechnigques and systems
for rendering a representation of a vser in a manner such that
the representation appears 10 react 10 physical characteristics
ol (he scene In which the representation ol the user s
presented.

[0010]  According o some embodiments deseribed herein.
avatar data is enhanced by embedding physical properties of
the environment, such as wind, rain, gravity, and lighting,
inte the generating or rendering process. In some embodi-
ments. (he dynamic movement ol the persona may be
configured to reflect real-life movement of the user and the
environmental factors. In some embodiments, techniques
described herein are directed 1o adjusting or sugmenting
leatures ol a user based on environmental leatures for a
scence in order o generale persona data thal comports Lo the
characteristics of the physical environment. As an example,
tracking data, enrollment data, or the like for a vser may be
adjusted or augmented based on motion or displacement
[eatures from environmenlal [catures for the scene, such that
when the persona is rendered. the rendered persona rellects
the envirommental characteristics of the scene from which
the environmental features were obtained. As another
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example, persona data may be received at a device which is
confligured to render the persona in a parlicular scenc may
oblain environmental features [or the seene. determine por-
tions of the persona atfected by the environmental features,
and modifying the persona data during rendering 1o reflect
the envirommental [eatures.

[0011]  In some embodiments. a virtual representation ol a
user may be presented inoa dillerent scene, cither physical
scene or virtual scene, from the scene in which tracking data
is captured. As such, embodiments described herein provide
atechnical improvement for vsing environmental features 1o
crnhance a persona in order o provide a virlual representa-
lion of a user that appears and moves realistically based on
an environment in which the virmual representation is pre-
sented.

[0012] Inthe tollowing description, for purposes of expla-
nation, numerous specific details are sel Torth in order 1o
provide a thorough understanding ol the disclosed concepls.
As part of this description, some of this disclosure’s draw-
ings represent structures and devices in block diagram form
in order 10 avoid obscuring the novel aspects of the disclosed
cmbaodiments. In ithis context, it should be understood thal
relerences 10 numbered drawing clements withoul associ-
ated identifiers (e.g., 100) refer 1o all instances of the
drawing element with identifiers (e.g., 100¢ and 1005},
liurther, as part ol this description, some of this disclosure’s
drawings may be provided in the lorm of a low diagram.
The boxes in any parlicular How diagram may be presented
in a particular order. However, it should be nnderstood that
the particular flow of any flow diagram is uwsed ouly 1o
cxemplily one embodiment. In other embodiments, any of
the various components depicled in the low diagram may be
deleted, or the components may be performed in a different
order, or even concurrently. In addition, other embodiments
may include additional steps not depicted as part of the flow
diagram. ‘The language used in this disclosure has been
principally selected lor readability and instructional pur-
poses and may 1ot have been selected to delineate or
circumseribe the disclosed subject matter. Reference in this
disclosure 0 “one cmbodiment™ or 1o “an cmbodiment™
means thal a particular [ealure. structure, or characleristic
described in commection wilh the embodiment is included in
at least one embodiment, and multiple reterences 10 “one
embodiment™ or to “an embodiment” should not be under-
stood Lo reler necessarily o the same embodiment or 1o
dillerent embodiments.

[0013] It should be appreciated that in the development of
any actual implementation (as in any development project),
nuerous decisions must be made to achieve the develop-
or's specilic goals (c.g. compliance with syslem and busi-
ness-related constraints) and that these goals will vary [rom
one implementation o another. 1L should also be appreciated
that such development efforts might be complex and time-
consuming but would nevertheless be a routine undertaking
for those of ordinary skill in the art of image caplure having
the benelit ol this disclosure.

[0014] A physical environment relers Lo a physical world
that people can sense andfor interact with without aid of
electronic devices. The physical environnent may include
physical [eatures such as a physical surlace or a physical
objeet. Lior example. the physical environment corresponds
lo a physical park that includes physical trecs, physical
buildings, and physical people. People can directly sense
and/or interact with the physical environment such as
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through sight, touch, hearing, taste, and smell. In contrast, an
XR environment relers 1o a wholly or partially simulated
environmenl that people sense andior interact with via an
cleetronic device. Por example, the XR environmenl may
include avgmented reality (AR) content, mixed reality (MR)
content, virtual reality (VR) content, and/or the like. With an
XR system, a subset of a person’s physical motions, or
representations thereol. are tracked. and In response. one or
more characleristics ol one or more virlual objects simulated
in the XR environment are adjusted in a manner that
comports with at least one law of physics. As one example,
the XR svstem may detect head movement and, in response,
adjust graphical content and an acoustic licld presented o
the person in a manner similar o how such views and sounds
would change in a physical cenviromment. As another
example, the XR svstem may detect movement of the
electronic device presenting the XR environment (eg., a
mobile phone. a table, a laptop. or the like) and, n response.
adjust graphical content and an acoustic licld presented o
the person in a manner similar to how such views and sounds
would change in a physical environment. In some simations
(e.g., tor accessibility reasons), the XR system may adjust
characteristic(s) of graphical content in the XR environment
in response o representalions of physical molions (c.g..
vocal commands).

[0015] lior purposcs of this application. the erm “per-
sona” refers 1o a virtwal representation of a subject that is
generated to accurately reflect the subject’s physical char-
acleristics, movements. and the like. A porsona may be a
photorealistic avatar representation of a user.

[0016] lior purposes ol this application, the term “copres-
ence environment”™ relers w0 oa shared XR o environment
among multiple devices. The components within the envi-
ronment typically maintain consistent spatial relationship to
maintain spatial truth.

[0017] FIG. 1 shows a flow diagram for generating a
persona 0f a subject that is reactive 10 a scene, according to
some embodiments. In particular, IIG. 1 depicts one or more
embodiments in which an avalar representation ol a user is
generated by adjusting 1o characteristics of a scene in which
the persona is 10 be presented. For purposes of explanation,
the following sleps are presenled in a parlicular order.
However, it should be understood that the various actions
may be perlormed in a dillerent order. lurther, some actions
may be performed simultaneously, and some may oot be
required, or others may be added.

[0018] The fow diagram begins with tracking data 102 of
a subject 100. The tracking data 102 may inelude image data
and/or other sensor dala caplured of a physical user [rom
which the virtual representation of the user is Lo be gener-
ated. The tracking data 102 may be captured, for example,
during runtime, such as during a tracking stage. The tracking
data 102 may be captured by one or more cameras of an
cleetronic device, such as a sending device 140 associated
with a tracked subjoct 100, In some embodiments, the device
capmuring the subject image may additionally capture depth
nformation of the subject 100, for example using a depth
sensor. As such. the tracking data 102 may include data [rom
multiple capiure devices and/or [rom sensor data caplured at
different times. According 1o one or more embodiments, the
tracking data may be captured from a wearable device, such
as a head mounted device, Thus, as shown, tracking data
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may inclode multiple image trames capturing difterent por-
lions ol the user’s [ace, such as image frame 105 A and image
frume 10513,

[0019]  According 1o one or more embodiments. a persona
geometry 110 may be generated by the sending device 140,
In some embodiments, the persona geometry 110 is gener-
aled from cnrollment data and adjusted based on the tracking
data 102 to represent a current three-dimensional shape of
the vser. For example, a network may be vsed to generate a
geometric representation of the vser based on the tracking
data, such as a persona network, a Pixel-Aligned Implicit
liunetion (PIFu) network, an auloencoder network. a gen-
cralive adversarial network (GAN). or the like. Purther. the
geometric representation of the user may take the form of a
mesh, a point cloud, a volumetric representation, depth map,
or the like. In addition. the geomelrie representation may be
composed ol a combination of different types ol represen-
lations.

[0020] According to some embodiments, the persona
geometry 110 may be nsed 1o generate a persona 115, which
may be a photorealistic virtual representation ot character-
istics ol the user as caplured in tracking data 100, Because
persona geomelry 110 iy generated withoul regard lor envi-
ronmental conditions of a scene (apart from any which may
atfect the captured tracking data of the subject), the persona
geomelry 110 is an environment-agnostic geomelric repre-
sentation ol the subject. Persona 115 may be generated in a
number ol ways, and typically involves combining a geom-
etry with image data to generate the virtual representation.
In some embodiments, the image data may correspond 10 a
lexlure of the persona. In some embodiments, the extlure
may be oblained based on the tracking data 100, or [rom
another source, such as from enrollnent data captured prior
to the tracking stage. As shown, persona 115 may be
generated by the sending device 140. Additionally, or alter-
natively. the persona 115 may be generaled by a remole
device. Persona 115 is generated without regard (o environ-
mental features. As such, persona 115 is an environment-
aghostic representation of the sulyject.

[0021] In some embodiments, the persona 115 may be
placed or displayed in a particular scene when presented [or
display al another device. Scene 1200 is an example of an
environment in which the persona 115 should be presented.
The scene may refer to a virtual or physical environment in
which the subject of the persona 115 is located or the viewer
i located. "The virtual environmentl may include a virlual
representation ol a scene, and may be selected or provided
by a device generating the persona data from tracking data
100, or may be selected at a receiving device, such as a
viewer client device. In some embodiments. the scene ol the
cnviromment in which the persona 115 15 placed may be
shared between the subject ol (he persoma 115 and the
viewer, For example, in a copresence environment, the
viewer and the sulject of the persona may be interacting
with a shared XR environment in which the scene 120 is a
virlual component. In this example. the scene 120 relers 1o
a physical environment in which a viewer 155 is located.
The viewer 155 may be a vser active i1 a communication
session with the subject 100. For example, the viewer 155
may be using a separale electronic device. such as receiving
device 150, 1o inleract with the subject T in a copresence
environment.

[0022] According 1o one or more embodiments, the
receiving device 150 may obtain one or more environmental
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features for the scene 120. Environmental features are a
representation of characteristics ol the scene having a physi-
cal elleet on the shape or motion ol objects or people within
the scene. The characteristics may include, for example,
wind, rain, gpravity, or the like. The characteristics may be
encoded in a number of ways, such as key words, latent
veelors, motion inlommation. or the like. In embodiments in
which the scene 120 s a physical environment, environ-
mental features may be obtained in a number of wayvs. For
example, environmental features mayv be detected or mea-
surcd by a sensor or device located within the environment.
Iixample sensors may include a microphone, ancmomeler.
ambient light sensor, temperature sensor, humidity sensor,
atmospheric pressure sensor, and the like. As another
example, environmental teatures may be predefined for the
scene. or derived from other information aboul the scene.
l'or example. environmental features may be inlerred [rom
vigual cues in the scene, such as rain, wind blowing,
gravitational effects on objects in the scene, and the like. In
the example shown, scene 120 includes a tree that is losing
leaves [rom being blown by wind. The tree leans slightly (o
the lell. These visual cues may be detecled by a network
trained to determine environmental teatures from image
data. Alternatively, the wind may be measured by a sensor
in the scene and oblained by the local device lor generating
4 persond. [n some embodiments. the environmental leatures
may be embedded in the scene 120. or transmitted with the
scene 120 in the form of metadata.

[0023] According 1o one or more embodiments, providing
an enviromnentally-adjusted persona involves using the
environmenlal [eatures o adjust a persona geomelry o
obtain an environmentally-adjusied geometric representla-
tion of a user. For example, in FIG. 1, adjusted persona
geometry 125 is generated from persona geometry 110 and
scene 120, According 1o some embodiments, the environ-
merntal fealures ol scene 1200 may be translaled inlo a orm
in which the environmental leatures can alleet the shape or
motion of the persona geometry 110, For example, the
environmental featires may be decoded or mapped such that
the corresponding adjustment o the persona geometry 110
can be applicd. As an example, il the persona geometry 1s in
the lorm ol a mesh. the vertices of the mesh may be adjusted
based on the environmental features.

[0024] The adjusted persona geometry 125 and scene 120
can be used 1o generate a composited scene 130 in which an
adjusted persona 135 may be presented. "The adjusted per-
sona may be rendered using (he adjusted persona geomelry
125 and texture dala for the subject ol the persona. Adjusted
persona 135 may be generated in a number of ways, and
tvpically involves combining an adjusted geometry with
image data 1o generale the virtual representation. In some
embodiments, the image dala may correspond 10 a lexture of
the persona. In some embodiments, the texture may be
obtained based on the tracking data 100, or from another
source, such as from enrollment data captured prior 1o the
tracking stage. In some embodiments, the texture of adjusted
persomna 135 may be the same as the lexture ol persona 115,
and may be warped over the adjusted persons differently.
Alternatively, the texture applied for adjusted persona 135
may be modificd or adjusted. lor example based on the
environmenlal [eatures of scene 1200 Generating the com-
posited scene may include rendering the adjusted persona
135 over the scene 120 in 3 manner such that the adjusted
persona 135 appears to be placed among components of the

]
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scene 120. For example, lighting, opacity, and other visval
fcatures ol the adjusted persona 135 maybe sclecled in
accordance wilh propertics of the scene 120.

[0025] According 1o one or more embodiments, the
adjusted persona geometry 125, adjusted persona 135, and/
or composited scene 130 may be generated on a per-frame
basis, [or example based on dynamic environmental leatures
from scene 120, Accordingly, the resulting adjusted persona
135 may appear to move realistically in response to envi-
ronmental conditions of scene 120, In the example shown,
the hair ol adjusted persona 135 is being blown lowards the
lelt. 80 as to respond 1o wind in a same manner as the tree
in the scene 1200 By contrast. the subject 100 s tracked
indoors where no wind is blowing.

[0026] Becavse adjusted persona 135 has been generated
based on environmental features of the scene, adjusted
persona 135 may be considered an environmentally-adjusted
persona. 1. 2 shows a flowchart ol a technique Tor
determining an environmentally-adjusted geometric repre-
sentation of a person, according 10 one or Mmore embodi-
menis. lor purposes ol explanation, the [bllowing steps will
be described in the context of FIGS. 1-20 [lowever, it should
be understood that the various actions may be perlormed by
alternate components. In addition, the various actions may
be performed in a difterent order. Further, some actions may
be porlormed  simullancously. and some may not be
required, or others may be added.

[0027] The flowchart 200 begins at block 205, where
tracking data is obtained of the user. As described above, the
tracking data may include image data and/or other sensor
data caplured of a physical user rom which the virlual
representation of the user is 1o be generaled. In addition. the
tracking data may also elude depth information captured
by one or more depth sensors. The tracking data may be
captured by one or more cameras of an electronic device,
[0028]  Optionally, as shown al block 210 user generated
molion leatures may be delermined. The user generated
motion features may include representations of motion
information corresponding to the tracking data. The motion
features may indicate movement of portions of the vser
indircelly caused by a user motion. As an example, as 4 user
with long hair lps their head o the lef, their hair will not
remain in a static formation around the head, but will fall
with gravity. These types of user-driven indirect motion
features may be detected based on user movement, and
cneoded as user-generated motion leatures. The user-driven
indircel motion leatures may be represented in various
torms, such as latent variables, motion vectors, or the like,
[0029] The flowchart 200 proceeds to block 215, where
the geometry of the subject is predicted trom the feature set.
According 10 some embodiments, the geomelry may be
predicted based on the racking data withoul consideration
of'the user-driven indirect motion features. Alternatively, the
geometry of the subject may be predicted in accordance with
the tracking data and the user-driven indireel motion [ea-
lures. In particular, three-dimensional characteristics of the
user can be predicted based on the tracking data. Accord-
ingly, the geometry of the user may take the form of a mesh,
apoint cloud, a volometrdc representation, depth map, or the
like. In addition, the geomelric representalion may be com-
posed ol a combination ol different types ol representations.
[0030]  The Mlowchart additionally includes, atl block 220,
determining a scene for vser presentation. In particular, the
scene i1 which the persona is 1o be presented is determined.
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According 10 one or more embodiments, the scene may be
4 physical environment or a virlual environment. liurther, the
scene may be a scene [or the device presenting the persona.
or the scene in which the vser corresponding 1o the persona
is located. Furthermore, the scene may be a virmal scene that
is shared among the receiving device and the device used by
the subject ol the persona. [or example in a copresence
environmeni.

[0031] The Mowchart 2000 proceeds o block 225, where
environmental features of the scene are determined. In
embodiments in which the scene is a physical environment,
environmenltal leatures may be oblained in a number ol
ways. l'or example, environmental [eatures may be detected
or measured by a sensor or device located within the
environment. As another example, environmental features
may be predefined tor the scene, or derived from other
information aboutl the scene. Por example. environmental
[eatures may be inferred [rom visual cues in image data ol
the scene, such as rain, wind blowing, gravitational effects
on objects in the scene, and the like. In some embodiments,
the environmental leatures may be embedded in the scene.
or transmitled with the scene. Tor example in the orm ol
metadata. To that end, the environmental leatures may be
generated by a network which is trained 1o translate the
characteristics of the physical environment, for example
[rom sensor data, inle a lormal usable o adjust or allect a
virlual representation ol a user.

[0032] The Nowehart 200 proceeds 10 block 230, where an
environmentally-adjusted persona geometry is generated
based on the environmental features. According to one or
more embodiments. gencraling an environmentally-adjusted
persona involves ugsing the environmental leatures o adjust
4 persona geomelry. According 10 some embodiments. the
environmental features of scene from block 225 may be
translated into a form in which the environmental fearures
can alleet the shape or motion of the persona geomelry
generated at block 215, For example. the environmenltal
features may be decoded or mapped such that the corre-
sponding adjustment 1o the persona geometry generated at
optional block 215 can be applied. As an example, it the
persoma geomelry is in the lorm ol a mesh. the vertices ol the
mosh may be adjusied based on the environmental lfeatures.
[0033] In some embodiments, the tracking data and the
environmental features can be nsed in combination to gen-
erate an environmentallv-adjusted persona geometry at
block 230, Lior example. representations ol the tracking data
may be combined with representations of the environmental
leatures and fed into 1 single network conligured Lo generale
environmentally-adjusted persona data, such as the environ-
mentally-adjusted geometry and/or image data. As another
example. il a geomelry ol the subject was presented at block
215, then the predicled geomeiry from block 215 may be
adjusted based on the environmental features. For example,
the geometry and the features may be fed into a network
trained to adjust a geometry based on the environmental
leatures. As another example, the environmental [eatures
may cncode inlormation related 0 a classification ol por-
tions of the geometry which are affected by the character-
istics of the scene. For example, wind may atfect hair, but
not afleet skin on the Tace. As another example. a change in
gravily may change dillerent portions of the geomelry
differently. In some geomelric representations, dilferent por-
tions of the geometry may be tagged or otherwise classified
as belonging to a particular facial teature or other part of the
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subject. As an example, if the geometry is represented in the
form ol a point cloud. various points in the point cloud may
be identified as belonging to dilferent portions of the user,
such as a forehead, lips, neck, and the like. Similarly, if the
geometry is represented in the form of a mesh, various
verlices may be identified as belonging o dilferent portions
ol the user. Thus, the environmental lealures may identily
portions ol the geometry of the subject which are allected by
the enviromnental condition such that a corresponding por-
tion of the subject geometry can be identified.

[0034]  Optionally, al block 235, the geomelry is Turther
adjusted based on user-generaled motion. This may oceur,
for example, il user-gencraled motion leatures are deter-
mined at block 210, and those features were not already vsed
in predicting the geometry at block 215, In some embodi-
ments the environmental [eatures from block 225 may be
combined with motion leatures rom block 210 1o generale
the environmentally-adjusted persona.

[0035] The flowchart 200 concludes at block 240, where a
persona is generated using the vser-specific geometry, The
cnvironmentally-adjusted persona may be rendered using
the environmentally-adjusted persona geomelry [rom block
230 and texture data [or the subject ol the persona. “The
persona may be generated in a number of ways, and typi-
cally involves combining an adjusted geometry with inage
data o generate the virtual representation. In some embaodi-
ments, the image dala may correspond o a texture of the
persona.

[0036] FIG. 3 shows a flow diagram of a technique for
generating an environmentally-adjusted persona geometry,
in accordance with ome or more embodiments. The How
dizagram ol I'I(5. 3 deplels an example dala flow lor gener-
ating an environmentallv-adjusted persona. However, it
should be vnderstood that the varions processes may be
performed differently or in an alternate order.

[0037]  The Now diagram 300 beging with an image dala
302, The image data 302 may be an image of 2 user or olher
subject, such as the subject image captured in image frame
105A and image frame 105B from tracking data 100 as
shown in FIG. 1. The image data may be captured, for
cxample, during runtime. such as during a tracking stage by
one or more cameras ol an electronic device. According 1o
obe or more embodiments, the inage data may be captured
trom a wearable device, such as a head mounted device as
it is worn by a user. Thus, as shown, tracking data may
include muliiple image lrames capturing dillerent portions
ol the user’s face.

[0038] In addition to the image data 302, depth sensor data
304 may be obtained corresponding, to the image. That is,
depth sensor data 304 may be captured by one or more depth
sensors which correspond Lo the subjeet in the image data
302, Additionally. or altemalively. the image data 302 may
be captured by a depth camers and the depth and image data
may be concurrently caprured. As such, the depth sensor
data 304 may indicale a relalive depth of the surlace ol the
subjeet [rom the point ol view ol the device capluring the
image/sensor data.

[0039]  According to one or more embodiments, the inage
data 302 and depth sensor data 304 may be applied 1o a
persona module 308 1o oblain a set of persona leatures 310
for the represcntation of the subjeet. The persona module
38 may include one or more networks conligured 1o
translate the various sensor data into features or represen-
tations which can be combined 10 generate a persona.
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Examples include a Pixel-Aligned Implicit Funetion (PIFu)
nelwork. an auloencoder network. a generative adversarial
nelwork (GAN). or the like, or some combination thereol. In
some embodiments, the persona module 308 may addition-
ally uwse enrollment data 306 which may include predefined
characteristics of the user such as geometry. lexture, skel-
clon. bone lengih, and the like. "The enrollment data 306 may
be caplured, for example. during an enrollment period in
which a vser vtilizes a personal device to capture an image
directed at the vser’s face from which enrollment data may
be derived. Persona [eatures 310 may include a represenla-
tion of the characteristics ol the user which can be used (o
generate a photorealistic virmal representation of the sub-
ject. For example, the persona features mayv include a
representation of a geometry of the persona, and/or a rep-
resentation ol a texture ol the persona. The geometry ol the
persoma may lake the form ol a mesh, a point cloud, a
volumetric representation, depth map, or the like. The geom-
etry of the persona may be encoded as persona teatures 310,
which may include data trom which the geometry can be
delermined such as latent variables. fealure vectors, or the
like. In addition. (he geomelric representation may be com-
posed of a combination of different tvpes of representations.

[0040] Along with the determination of the persona fea-
mres 310, environmental features mayv be determined.
Accordingly. the Jow diagram 300 also includes oblaining
scene data 322, The scene data may correspond o a virlual
or physical environment in which the subject ol the persona
or the viewer is located. The virtwal enviromment may
clude a virmal representation of a scene, and may be
sclected or provided by a sending device or a receiving
device. In some embodiments. the scene ol the environment
i1 which the persona is placed mav be shared between the
subject of the persona and the viewer. According 1o one or
more embodiments, scene data 322 may be a virtual scene
lor which environmental leatlures 326 are provided. In some
embodiments, environmental lealures 326 may be encoded
in a nuber of ways, such as key words, latent vectors,
motion intformation, or the like. In embodiments in which
the scene 1200 s a physical environment, environmenltal
[eatures may be oblained in a number ol ways. For example.
environmenlal [eatures may be delecled or measured by a
sensor or device located within the environment in which the
persona ot the subject is to be rendered. As another example,
environmenltal leatures may be predelined lor the scene, or
derived from other information aboul the scene. Allerna-
tively. the wind may be measured by a sensor in the scene
and obtained by the local device for generating a persona. To
that end, the environmental teatures may be generated by an
environmenltal network 324 which is trained 1o translale the
charactleristics ol the physical environment. for example
from sensor data, into a format wsable to adjust or attect a
virmal representation of a vser such as a feature wvector,
latent wvariables, or the like. In some embodiments, the
environmenltal [eatures may be embodded in the scene, or
transmitled with the scene in the Torm of metadata.

[0041] In some embodiments. an environmental reaclive
network 328 may be configured to generate an environmen-
tally-adjusted persona geometry 330. In particular, the envi-
ronmental reaclive network may be conligured 10 combine
the environmental leatures 326 and the persona leatures 310,
and gencrale persona data that provides a pholorealistic
representation of the subject reacting to characteristics of the
scene in which the persona is to be presented. In some
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embodiments, the environmental reactive network 328 may
be conligured 1o generale geometry inlormation lor the
persona andfor exture information for the persona.

[0042] As described above, the geometry of the persona
may be adjusted based on environmental features using
various techniques. FIG. 4 depicts a lowchart of a technique
for modilying a geomelry representation ol a user based on
molion lealures, in accordance with one or more embodi-
ments. For purposes of explanation, the following steps will
be described in the context of particular components. How-
ever, it should be understood that the various actions may be
performed by alternate components. In addition. the various
aclions may be perlommed in a dillerent order. lurther, some
actions may be performed simultaneously, and some may
not be required, or others may be added.

[0043] A flowchart 400 beging at block 405, where a
geomelry representation ol persona is obtained. The geom-
elry representation lake the form ol a mesh, a point cloud. a
volumetric representation, depth map, or the like. In addi-
tion, the geometric representation may be composed of
fcalure veclors. latenl values, or the like from which the
geomelry may be oblained. For example. the geomelry may
be predicied based on tracking data during runtime and/or
enrollment data.

[0044] The flowchart 400 proceeds to block 410, where
meolion veclors are oblained from the environmental data.
The environmental dala may indicale, lor example, charac-
leristics ol the scene which alleet a physical representation
of a user in the scene. In some embodiments, the environ-
mental data may inclode motion features, indicating char-
acleristics ol the affect ol the enviromment on the shape or
movement ol the representation ol the persona.

[0045] At block 415, one or more geomelry porlion clas-
sifications are determined based on the motion features. In
some embodiments, the motion features may encode data
related to the elleet ol environmental [eature on the persona
geomelry, as well as an 1identifier of one or more portions of
the geometry to which the adjvstment is applied. As an
example, the motion features may indicate an amount of
motion and/or characteristics of the geometry representation
allected by the motion. such as hair. cheeks, lips. cyes. lorso,
and the like. I motion [eatures are additionally received
corresponding to vser-generated motion, the motion teatures
from the environment may be combined with the motion
features for user-generasted motion. The geometry portion
classillcations may be determined based on the combinalion
ol the moetion leatures.

[0046] The flowchart 400 proceeds to block 420, where
the one or more geometry portion classifications are iden-
tified in the geometry representation for the persona.
According 1o one or more embodiments, the geomoetry
representation of the persona may be associaled with seg-
mentation labels for difterent portions of the geometry. For
example, each vertex or set of vertices may be associated
with a segmentation label indicaling a portion ol the persona
o which the vertex or sel of vertices belong.

[0047]  The Nowchart 400 concludes al block 425, where
the idenrified geometry portions are warped based on the
motion features. The geometry portions may be atfected in
various ways. lor cxample, geomelry fealures may be
combined with environmental [ealures lo generale an envi-
ronmentally-adjusted  representation o the subjecl. As
another example, the vertices, feature points, or other geo-
metric representations associated with particular portions of
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the persona identified at block 425 to be warped or adjusted
in accordance with the motion [eatures.

[0048] According o some embodiments, a receiving
device may receive persona dala from a remole device lor
which a subject of' a persona is being captured. For example,
a local device may be used by a local vser to view an
exlended reality environment in which a persona is pre-
senled representing a subject al g remole device. The Tocal
device may determine a scene for presentation of the per-
sona of the subject and adjust the persona locally so that the
persona appears to be responding to the environment in
which the persona is presenied. Accordingly, FICr. 5 depicts
a4 [lowcharl ol an example lechnique lor generating an
environment specific persona at a receiving device, in accor-
dance with one or more embodiments. Said another way,
I'I¢1. 5 shows a Jowchart ol a lechnique for modilying an
environmenl-agnostic persona based on motion leatures in a
scene. according Lo some embodiments. lior purposes ol
explanation, the following steps will be described in the
context of particular components. However, it should be
understood that the various actions may be perlormed by
allernate components. In addition. the various actions may
be performed in a different order. Further, some actions may
be pertormed simultanecusly, and some may not be
required, or others may be added.

[0049] The Mowchart 30 begins al block 305, whoere
persoma data is oblained [rom a sending/remote device.
According 1o one or more embodiments, the persona dala
may include a constructed environment-aghostic persona
having a geometry and texture, or may be in the form of
persoma [eatures [rom which the persona may be con-
strucied. To that end. persona data may include a represen-
tation of the characteristics of the user which can be used to
generate a photorealistic virmal representation of the sub-
ject. For example, the persona features mayv include a
representation ol a geomelry ol the persona, andior a rep-
resentation ol a texture ol the persona. The geometry ol the
persona may take the form of a mesh, a point cloud, a
volumetric representation, depth map, or the like.

[0050] The flowchart 500 additionally begins with block
510, where a scene n which the persona is 10 be presented
is determined. "The scene may refer 1o a physical environ-
ment in which the receiving/local device is located, or a
virmal environment. The physical environment and features
thereof may be detected or measured by the receiving
device. lior example. the viewer may perceive the physical
environmenl through pass-through camera data. through a
see-through display, or the like. The virmal environment
may include a virmal representation of a scene, and may be
scleeted al a receiving device. such as a viewer client device.
In some embodiments, the scene ol the enviromment in
which the persona is placed may be shared between the
subject of the persona and the viewer. For example, in a
copresence environment, the viewer and the subject of the
persoma may be inleracting with a shared XR environmenl in
which the scene is a virlual component.

[0051]  The Oowchart 300 continues (o block 515, where
environmental features for the scene are determined.
According to one or more embodiments, scene 120 may be
4 virtual scene [or which envirommental lealures are pro-
vided. I'nvironmental lealures are a representation ol char-
acleristics ol the scene having a physical cllect on the shape
or motion of objects or people within the scene. The
characteristics may include, for example, wind, rain, gravity,
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or the like. The characteristics may be encoded in a number
ol ways, such as key words. latent veclors. motion inlor-
mation. or the like. In embodiments in which the scene 120
is a plivsical environment, environmental features may be
obtained in a number of ways. For example, environmental
lcatlures may be detected or measured by a sensor or local
device located within the physical cnvironment. As another
cxample, environmental [eatures may be predelined lor the
scene, or derived from other information about the scene.
For example, environmental features may be encoded in
meladaia or inlerred [rom visual or other cues in the scene,
such as rain, wind blowing. gravilational cllects on objeols
in the scene, and the like.

[0052] At block 520, motion features are obtained based
on the environmental teatures. In some embodiments, the
motion features may indicate how the environmental char-
acleristics of the scene alfect the motion ol the persona. In
some embodiments, the motion leatures may be included in
the environmental features. Alternatively, the motion fea-
tures may be derived trom the environmental teatures. For
cxample, a network may be (rained o predict the elfect of
cnvirommental characleristics on different portions ol a
persona.

[0053]  The llowchart proceeds 1o block 525, where envi-
ronment specific persona is generated based on the persona
data and the motion features. According 1o one or more
cmbodiments. generaling an environmentally-adjusted per-
somna involves using the environmental [eatures (o adjust a
persona geomelry. According to some embodiments, the
motion teatures may be used 1o modify the shape or motion
of the persona geometry generated at block 505,

[0054] Optionally, generating the environment specific
persona includes, at optional block 530, identilying a portion
ol'the persona aflected by the motion leatures. The dillerent
portions may be encoded as part of the motion teatures
obtained at block 520, Alternatively, the portions of the
persona allocled may be determined by predicting which
portions of the persona are allecled by motion [eatures.
[0055] At block 535, (he portion of the persona identified
al block 530 is adjusted based on the motion leatures. lior
example, it the persona geometry is in the form of a mesh,
the vertices of the mesh may be adjusted based on the
cnvirommental features. Similarly, il the persona geometry is
in a point cloud representation, the point cloud representa-
tion may be adjusted in accordance with the motion vectors
corresponding to different portions of the representation.

[0056] Referring to FIG. 6, a simplified network diagram
600 including a client device 602 is presented. The client
device may be ulilived 10 generale a three-dimensional
representation ol a subject in a scene. "The network diagram
600 includes client device 602 which may include various
components. Client device 602 mayv be part of a multifunc-
tional device, such as a phone, tabler computer, personal
digital assislanl, portable music/video player, wearable
device. head mounted device. base station. laplop computer,
desktop computer, mobile device, network device, or any
other electronic device that has the ability to capture inage
data.

[0057]  Client device 602 may include one or more pro-
cessors 616, such as a central processing unit (CPU). Pro-
cessor(s) 616 may include a system-on-chip such as those
tound in mobile devices and include one or more dedicated
araphics processing wnits (GPUs) or other graphics hard-
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ware. Further, processor(s) 616 may include multiple pro-
cessors of the same or dilTerent type.

[0058] Client device 602 may also include storage 612,
Storage 612 may include enrollment data 634, which may
iclude data reparding user-specific profile information,
user-specific preferences, and the like. Enrollment data 634
may additionally include data used o gencrale avalars
speeific o the user. such as a geometric representation ol the
nser, joint locations for the vser, a skeleton for the user, and
the like. Further, enrollment data 634 may include a texture
or image data of (he user and the like. Hnrollment data 634
may be oblained during an enrollment phase in which a user
uses an clectronic device 1o collect sensor data o themselves
from which personas can be generated, tor example during
device or profile setup. Storage 612 may also include a scene
slore 636. Scene store 636 may be used (o slore environment
content lor scenes in which a persona may be presented.
cither a persona relaled o a user ol the client device 602
and/or a persona related 1o one or more vsers from one or
more other client device(s) 604. In some embodiments,
scence store 636 may slore envirommental [eatures lor scenes
in which the persona may be presented andfor a persona
related 1o one or more users from one or more other client
device(s) 604, Storage 612 mayv also include a persona store
638, which may store data used to generate graphical
representations ol user movement. such as geographic data.
lexture data. predelined characters. and the like.

[0059] Client device 602 may also include a memory 610,
Memory 610 may include one or more different types of
memory, and may be contigured to hold computer readable
code which, when execuled by processor(s) 616, cause the
client device 602 (o perlorm device lunctions. Memory 610
may store various programming modules for execution by
processor(s) 616, including environment module 630, avatar
module 632, and potentially other various applications.
According Lo one or more embodiments. environment mod-
ule 630 may be used (o generale or render a scene o display.
for example, on display 614, Further, environment module
630 mav be configured 1o predict environmental features
[rom a given physical or virlual scene. Invironment module
630 may additionally be used (o render a persoma in oa
particular scene, for example, based on environmental fea-
tures or other data from scene store 636,

[0040] In some embodiments, the client device 602 may
include other components utilized Tor user enrollment, such
4% one or more cameras 618 andi/or other sensor(s) 620, such
as one or more depth sensors, lemperalure sensors. motion
sensors, or the like. In one or more embodiments, each of the
one or more cameras 618 may be a raditional RGB camers,
a depth camera. or the like. "The one or more cameras 618
may caplure inpul images ol a subject [or determining 31
tormation trom 2D images. Further, camera(s) 618 may
include a stereo or other multicamera system.

[0061] Although client device 602 is depicted as compris-
ing the numerous components described above, and one or
more embodiments, the varlous components and lunction-
ality of the components may be distributed differently across
one or more additional devices, for example across network
608. For example, in some embodiments, any combination
ol storage 612 may be partially or fully deployed on addi-
tional devices, such as network device(s) 606. or the like.
[0062] liurther, in one or more cmbodiments. client device
602 may be composed of multiple devices in the form of an
electronic system. For example, input images may be cap-
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tured from cameras on accessory devices communicably
commeeled Lo the client device 602 across network 608, or a
local nelwork via nelwork interlace 622, As another
example, some or all of the computational functions
described as being performed by computer code in memory
610 may be oMoeaded 1o an accessory device communicably
coupled to the client device 602, a network device such ag
a server, or the like. Accordingly. although certain calls and
transmissions are described herein with respect to the par-
ticular systems as depicted, in one or more embodiments, the
various calls and transmissions may be dillerently directed
based on the differently distribuled Tunctionality. liurther,
additional components may be used, or some combination of
the functionality of any of the components may be com-
bined. For example, the client device 602 may communicate
with one or more client device(s) 604 across network 608 10
transmil and/or receive persona data. As another example,
client device 602 may communicate with one or more client
device(s) 604 across network 608 1o participate in a copres-
ence environment.

[0063]  Relerring now o VG, 7. a simplified Tunctional
block diagram of illustrative mulli lunction clectromic device
700 15 shown according o one embodiment. lach of the
electronic devices may be a multifunctional electronic
device or may have some or all of'the described components
ol a mullifunctional clectronic device deseribed herein.
Multilunction electronic device 700 may include some com-
bination of processor 705, display 710, vser wnterface 715,
araphics hardware 720, device sensors 725 (e.2., proximirty
sensor/ambient light sensor, accelerometer andior gyro-
scope). microphone 730, audio codee 735, speaker(s) 740,
communications circuilry 745, digital image caplure cir-
cuitry 750 (e.g., including camers system), memory 760,
storage device 765, and communications bus 770, Mulu-
function electronic device 700 may be. lor example, a
mobile telephone, personal music player. wearable device,
lablel computer, and the like.

[0064] Processor 705 may execute instructions necessary
to carry out or control the operation of many funetions
performed by device 700. Processor 705 may, for instance,
drive display 710 and receive user inpul [rom user inlerface
715, User interlace 715 may allow a user o inleract with
device 700. For example, user interface 715 can take a
variety of forms, such as a button, kevpad, dial, a click
wheel, kevboard, display screen, touch screen, and the like.
Processor 705 may also. for example, be a system-on-chip
such as those lound in mobile devices and include a dedi-
cated GPU. Processor 705 may be based on reduced instruc-
tion-set computer (RISC) or complex instruetion-set com-
puter (CISCTY architectures or any other suitable archileclure
and may include one or more processing cores. Graphics
hardware 720 may be speclal purpose compulational hard-
ware for processing graphics and/or assisting processor 705
to process graphics information. In one embodiment, graph-
ics hardware 7200 may include a programmable GPU.
[0065]  Image caplure cireuitry 750 may include one or
more lens assemblics. such as 780A and 78013, The lens
assemblies 780A and 780B mayv have a combination of
various characteristics, such as differing tocal length and the
like. Vor example, lens assembly 780A may have a shorl
focal length relative o the local length of lens assembly
T8013. Vach lens assembly may have a separale associaled
sensor element 790A and sensor element 790B. Alterna-
tively, two or more lens assemblies may share a common
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sensor element. Image capture circuitry 750 may capture
stll images, video images. enhanced images, and the like.
Outpul [rom image caplure cireuitry 750 may be processed.
at least in part, by video codec(s) 755 and/or processor 705,
and‘or graphics hardware 720, and/or a dedicated image
processing unil or pipeline incorporated within circuitry
745, Images so caplured may be stored in memory 760
and/or slorage 765.

[0046] Memory 760 may include one or more different
tvpes of media vsed by processor 705 and graphics hardware
720 10 perlorm device [unctions. For example. memory 7600
may include memory cache. read-only memory (ROM).
and/or random-access memory (RAM). Slorage 765 may
store media (e.g., audio, image, and video files), computer
program instructions or software, preference information,
device prolile inlormation. and any other suilable data.
Slorage 765 may include one more non-transilory compuler-
readable storage mediums. including. for example, magnelic
disks (fixed, floppy, and removable) and tape, optical media
such as CD-ROMs and digital video dises (DVDs), and
semiconduclor memory devices such as Dlectrically Pro-
grammahble Read-Only Memory (EPROMY, and lilectrically
Erasable Programmable Read-Only Memory (EEPROM).
Memory 760 and storage 765 may be used to tangibly retain
computer program instructions or computer readable code
organized inlo one or more modules and wrillen in any
desired computer programming language. When exceuled
by, for example, processor 705, such computer program
code may inplement one or more of the methods described
herein.

[0067] Varlous processes defined hercin consider the
optiom of obtaining and ulilizing a user’s identifying infor-
mation. For example, such personal information may be
utilized in order 1o track motion by the vser. However, to the
extent such personal inlormation is collecled. such informa-
tion should be oblained with the user’s inlormed consent.
and the user should have knowledge ol and control over the
nse of their personal information.

[0068] DPersonal information will be utilized by appropri-
ale partics only [or legilimate and reasomable purposes.
Those partics ulilizing such information will adhere (o
privacy policics and practices that are al least in accordance
with appropriate laws and regulations. In addition, such
policies are 1o be well established and in compliance with or
dbove governmentlaliindustry  standards. Morcover, (hese
partics will not distribule, scll. or otherwise share such
information outside of any reasonable and legitimale pur-
QLSRR

[0069] Moreover, it is the intent of the present disclosure
that personal inlormation data should be managed and
handled in a way 1o minimive risks of uninlentional or
unauthorized access or use. Risk can be minimived by
limiting the collection of data and deleting data once it is no
longer needed. In addition, and when applicable, including
in certain health-related applications, data de-identification
can be used o protecl a user’s privacy. e-ldentilication
may be facilitated, when appropriate, by removing specific
identifiers (e.g., date of birth), controlling the amount or
specificity of data stored (e.g., collecting location data at city
level rather than at an address level). controlling how data is
stored (e.g., aggregating data across users), and/or other
methods.

[0070] It is to be understood that the above description is
intended to be illustrative and not restrictive. The material
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has been presented to enable any person sldlled in the art 10
make and use the disclosed subject matter as claimed and is
provided in the context of particular embodiments. varia-
tions of which will be readily apparent to those skdlled in the
art (e.g., some of the disclosed embodiments may be vsed in
combination with cach other). Accordingly, the speciiic
arrangement of steps or actions shown in UIGS. 1-5 or the
arrangement ol clements shown n FIGR. 6-7 should not be
construed as limiting the scope of the disclosed subject
matter, The scope of the nvention theretore should be
determined with relerence o the appended claims, along
with the [ull scope of equivalents (o which such claims are
entitled. In the appended claims, the terms “including™ and
“in which™ are used as the plain English equivalents of the
respective terms “comprising” and “wherein.”

1. A method comprising:

oblaining environmental [eatures lor a scene in which a

representation of a user is o be presented;

obtaining tracking data for a vser;

generating an environmentallv-adjusted geometric repre-

sentation of the wser based on the tracking data and the
environmenial [eatures; and

generating a virtual representation of the nser in the scene

using the environmentally-adjusted geometric repre-
sentation.

2. "The method of ¢laim 1, wherein generating the envi-
ronmentally-adjusted geomelric representation comprises:

geherating an environnent-agnostic geometric represen-

tation of the vser hased on the traclking data; and
adjusting the environmentl-agnostic geomelric represen-
lation in accordance with the environmental leatures.

3. The method of ¢claim 2, further comprising:

determining user motion from the tracking data; and

adjusting the environment-agnostic geometric represen-
tation Turther in accordance with the user motion.

4. The method ol claim 2. wherein generating an envi-
ronmentally-adjustied  geomelric representalion in accor-
dance with the environmental features further comprises:

determining a classification for each of'a set of portions of

the of a geometry of 2 user o oblain a plurality of
classificalions:

identilying at least one classification of the plurality ol

classifications affected by the environmental features;
and

applying an adjustment 1o one or more portions ol the set

ol portions of the geometry ol the user based on the
environmental [catures.

5. The method of claim 4, wherein each of the set of
portions of the geometry are associated with one or more
vertices ol the geomelry.

6. Ihe method of claim 1, wherein the environmentally-
adjusted geomelric representation causes the virtual repre-
sentation of the vser to reflect environmental features of the
scene.

7. The method of claim 1, wherein the envirommental
lcalures comprises one or more characteristics ol an envi-
ronment of the scene corresponding to environmental fea-
tures atfecting a motion of objects in the scene.

8. A non-transitory computer readable medium compris-
ing computer readable code excculable by one or more
processors o

oblain environmental [eatures [or a scene in which a

representation of a user is o be presented;

obtain traclking data for a vser;
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generate an environmentally-adijvsted geometric repre-
sentation ol the user based on the tracking data and the
cnvironmental leatures: and

generate a virtwal representation of the vser in the scene

vsing the environmentally-adjusted geometric repre-
senlation.

9. "'he non-transitory computer readable medium ol ¢laim
8. wherein the compuler readable code to gencrale the
environmentally-adjusted geometric represemtation com-
prises computer readable code 1o:

generale an environmenl-agnostic geomelric represenia-

lion ol the user based on the tracking data; and
adjust the environment-agnostic geometric representation
in accordance with the environmental features.

10. The non-transitory computer readable medivm of
claim 9, lurther comprising compuler readable code Lo

determine user molion from the tracking data: and

adjust the environment-agnostic geometric representation
turther in accordance with the vser motion.

11. The non-transitory computer readable medivm of
claim 9, wherein the computer readable code Lo generale an
environmenltally-adjusied geometric representation in accor-
dance with the environmental features further comprises
computer readable code 1o:

determine a classification for cach ol a sel ol portions ol

the ol a geometry ol a user (0 obtain a plurality ol
classilications;

identify at least one classification of the plurality of

classifications attected by the environmental features;
and

apply an adjustment lo one or more portions ol the sel of

portions of the geometry of the vser based on the
environmental features.

12. The non-transitory computer readable medivm of
claim 8, wherein the environmental lealures comprises char-
acleristics ol an environment of (the scene corresponding Lo
environmental teatures affecting a motion of objects in the
scene.

13. The non-transitory compuler readable medium ol
claim 8, wherein the scene comprises 4 virlual environment
in which a virlual representation of a person is o be
presented.
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14. The non-transitory computer readable medium of
claim 8, wherein the scene comprises a physical environ-
ment in which the virtual represcntation of the user is 1o be
presented.

15. A system comprising:

one or more processors; and

one or more computer readable media comprising com-

puter readable code exceulable by the one or more

processors 1o;

obtain environmental features for a scene in which a
representation of a user is 10 be presented;

obtain tracking data for a vser;

generale an environmentally-adjusied geomelric repre-
sentation of the user based on the tracking dala and
the envirommental [eatures: and

generate a virtual representation of the vser in the scene
vsing the environmentally-adjusted geometric repre-
senlation.

16. The system of claim 15, wherein the compuler read-
able code o generale the environmentally-adjusted geomet-
ric representation comprises computer readable code 1o:

geherate an environment-agnostic geometric representa-

tion of the nser based on the tracking data; and
adjust the environment-agnostic geomelric representalion
in accordance with the environmental l[eatures.

17. The system of ¢laim 15, wherein the environmentally-
adjusted geometric representation causes the virtual repre-
sentation of the user to reflect environmental features of the
seene.

18. The system ol claim 15, wherein the environmental
lcalures comprises one or more characteristics ol an envi-
ronment of the scene corresponding to environmental fea-
tures atfecting a motion of objects in the scene.

19. The system of claim 15, wherein the scene comprises
# virtual environment in which a virlual representation of a
person is o be presented.

20. The system of claim 15. wherein the scene comprises
a physical environment in which the virtual representation of
the vser is to be presented.
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